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Abstract: We propose in this paper a flexible distributed 

storage integrity auditing mechanism, utilizing the holomorphic 

token and distributed erasure-coded data. The proposed design 

allows users to audit the cloud storage with very lightweight 

communication and computation cost. The auditing result not 

only ensures strong cloud storage correctness guarantee, but 

also simultaneously achieves fast data error localization, i.e., 

the identification of misbehaving server. Cloud storage enables 

users to remotely store their data and enjoy the on-demand high 

quality cloud applications without the burden of local hardware 

and software management. Though the benefits are clear, such 

a service is also relinquishing users’ physical possession of 

their outsourced data, which inevitably poses new security risks 

towards the correctness of the data in cloud. In order to address 

this new problem and further achieve a secure and dependable 

cloud storage service, considering the cloud data are dynamic 

in nature, the proposed design further supports secure and 

efficient dynamic operations on outsourced data, including 

block modification, deletion, and append. Analysis shows the 

proposed scheme is highly efficient and resilient against 

Byzantine failure, malicious data modification attack, and even 

server colluding attacks. 
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I. INTRODUCTION 

     The ever cheaper and more powerful processors, together 

with the software as a service (SaaS) computing architecture, 

are transforming data centers into pools of computing service 

on a huge scale. The increasing network bandwidth and 

reliable yet flexible network connections make it even 

possible that users can now subscribe high quality services 

from data and software that reside solely on remote data 

centers. Moving data into the cloud offers great convenience 

to users since they don’t have to care about the complexities 

of direct hardware management. The pioneer of  Cloud  

Computing  vendors,  Amazon  Simple  Storage Service (S3) 

and Amazon Elastic Compute Cloud (EC2) are both well-

known examples. While these internet-based online services 

do provide huge amounts of storage space and customizable 

computing resources, this computing platform shift, however, 

is eliminating the responsibility of local machines for data 

maintenance at the same time. As a result, users are at the 

mercy of their cloud service providers for the availability and 

integrity of their data. On the one hand, although the cloud 

infrastructures are much more powerful and reliable than 

personal computing devices, broad range of both internal 

and external threats for data integrity still exist. Examples of 

outages and data loss incidents of noteworthy cloud storage 

services appear from time to time.  

       On the other hand, since users may not retain a local 

copy of outsourced data, there exist various incentives for 

cloud service providers (CSP) to behave unfaithfully 

towards the cloud users regarding the status of their 

outsourced data. For example, to increase the profit margin 

by reducing cost, it is possible for CSP to discard rarely 

accessed data without being detected in a timely fashion [9]. 

Similarly, CSP may even attempt to hide data loss incidents 

so as to maintain a reputation. Therefore, although 

outsourcing data into the cloud is economically attractive for 

the cost and complexity of long-term large-scale data 

storage, its lacking of offering strong assurance of data 

integrity and availability may impede its wide adoption by 

both enterprise and individual cloud users. In order to 

achieve the assurances of cloud data integrity and 

availability and enforce the quality of cloud storage service, 

efficient methods that enable on-demand data correctness 

verification on behalf of cloud users have to be designed. 

However, the fact that users no longer have physical 

possession of data in the cloud prohibits the direct adoption 

of traditional cryptographic primitives for the purpose of 

data integrity protection. Hence, the verification of cloud 

storage correctness must be conducted without explicit 

knowledge of the whole data files. Meanwhile, cloud storage 

is not just a third party data warehouse. 

II. EXISTING SYSTEM 

    In contrast to traditional solutions, where the IT services 

are under proper physical, logical and personnel controls, 

Cloud Computing moves the application software and 

databases to the large data centers, where the management of 

the data and services may not be fully trustworthy. This 

unique attribute, however, poses many new security 

challenges which have not been well understood. 

 No user data privacy 

 Security risks towards the correctness of the data in 

cloud 
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III. PROPOSED SYSTEM 

   We focus on cloud data storage security, which has always 

been an important aspect of quality of service. To ensure the 

correctness of users’ data in the cloud, we propose an effective 

and flexible distributed scheme with two salient features, 

opposing to its predecessors as shown in Fig.1. By utilizing the 

homomorphic token with distributed verification of erasure-

coded data, our scheme achieves the integration of storage 

correctness insurance and data error localization, i.e., the 

identification of misbehaving server(s). Unlike most prior 

works, the new scheme further supports secure and efficient 

dynamic operations on data blocks, including: data update, 

delete and append. 

 In this paper, we propose an effective and flexible 

distributed scheme with explicit dynamic data support to 

ensure the correctness of users’ data in the cloud. 

 Cloud Computing is not just a third party data warehouse. 

The data stored in the cloud may be frequently updated by 

the users, including insertion, deletion, modification, 

appending, etc. To ensure storage correctness under 

dynamic data update is hence of paramount importance. 

However, this dynamic feature also makes traditional 

integrity insurance techniques futile and entails new 

solutions. 

 
Fig.1.System Architecture. 

IV. RELATED WORK 

A. System Model 

User: users, who have data to be stored in the cloud and rely 

on the cloud for data computation, consist of both individual 

consumers and organizations.  

Cloud Service Provider (CSP): a CSP, who has significant 

resources and expertise in building and managing distributed 

cloud storage servers, owns and operates live Cloud Computing 

systems. 

Third Party Auditor (TPA): an optional TPA, who has 

expertise and capabilities that users may not have, is trusted to 

assess and expose risk of cloud storage services on behalf of 

the users upon request. 

 

B. File Retrieval and Error Recovery 

  Since our layout of file matrix is systematic, the user can 

reconstruct the original file by downloading the data vectors 

from the first m servers, assuming that they return the correct 

response values. Notice that our verification scheme is based 

on random spot-checking, so the storage correctness 

assurance is a probabilistic one. We can guarantee the 

successful file retrieval with high probability. On the other 

hand, whenever the data corruption is detected, the 

comparison of pre-computed tokens and received response 

values can guarantee the identification of misbehaving 

server(s). 

C. Third Party Auditing 

   As discussed in our architecture, in case the user does not 

have the time, feasibility or resources to perform the storage 

correctness verification, he can optionally delegate this task 

to an independent third party auditor, making the cloud 

storage publicly verifiable. However, as pointed out by the 

recent work, to securely introduce an effective TPA, the 

auditing process should bring in no new vulnerabilities 

towards user data privacy. Namely, TPA should not learn 

user’s data content through the delegated data auditing. 

 

D. Cloud Operations 

Update Operation: In cloud data storage, sometimes the 

user may need to modify some data block(s) stored in the 

cloud, we refer this operation as data update. In other words, 

for all the unused tokens, the user needs to exclude every 

occurrence of the old data block and replace it with the new 

one. 

Operation: Sometimes, after being stored in the cloud, 

certain data blocks may need to be deleted. The delete 

operation we are considering is a general one, in which user 

replaces the data block with zero or some special reserved 

data symbol. From this point of view, the delete operation is 

actually a special case of the data update operation, where the 

original data blocks can be replaced with zeros or some 

predetermined special blocks. 

Append Operation: In some cases, the user may want to 

increase the size of his stored data by adding blocks at the 

end of the data file, which we refer as data append. We 

anticipate that the most frequent append operation in cloud 

data storage is bulk append, in which the user needs to upload 

a large number of blocks (not a single block) at one time. 

E. Correctness Verification and Error Localization 

      Error localization is a key prerequisite for eliminating 

errors in storage systems. However, many previous schemes 

do not explicitly consider the problem of data error 

localization, thus only provide binary results for the storage 

verification. Our scheme outperforms those by integrating the 

correctness verification and error localization in our 

challenge-response protocol: the response values from servers 

for each challenge not only determine the correctness of the 

distributed storage, but also contain information to locate 

potential data error(s). 

V. CONCLUSION 

     We propose an effective and flexible distributed scheme 

with explicit dynamic data support, including block update, 
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delete, and append. We rely on erasure-correcting code in the 

file distribution preparation to provide redundancy parity 

vectors and guarantee  the  data  dependability. By utilizing 

the holomorphic token with distributed verification of erasure-

coded data, our scheme achieves the integration of storage 

correctness insurance and data error localization, i.e., 

whenever data corruption has been detected during the storage 

correctness verification across the  distributed  servers,  we  

can  almost  guarantee  the simultaneous identification of the 

misbehaving server(s). Considering the time, computation 

resources, and even the related online burden of  users,  we  

also  provide the extension of the proposed main scheme to 

support third-party auditing, where users can safely delegate 

the integrity checking tasks to third-party auditors and be 

worry-free to use the cloud storage services.  

 

VI. RESULTS 

 
Fig.2. 

 
Fig.3. 

 
Fig.4. 
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